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ABSTRACT 

This study investigates the prediction of university rankings using Random Forest 

regression, leveraging institutional metrics as input features. The primary objective is 

to enhance the decision-making process in higher education by providing a data-

driven model capable of forecasting rankings with greater transparency and accuracy. 

The research utilizes a comprehensive dataset containing institutional metrics such 

as research quality, teaching effectiveness, international outlook, and industry impact. 

Random Forest regression is chosen for its robustness, handling both linear and non-

linear relationships between features and the target ranking variable. Feature 

selection techniques, including correlation analysis and dimensionality reduction, are 

applied to identify key metrics that influence rankings. Through rigorous model 

training and hyperparameter tuning, an optimal Random Forest model is developed 

indicating strong predictive accuracy. Evaluation metrics such as Mean Absolute 

Error (MAE), Root Mean Squared Error (RMSE), and R² are used to assess model 

performance. The feature importance analysis reveals that research quality and 

research environment have the highest impact on university rankings, followed by 

teaching and international outlook. These findings align with common assumptions in 

higher education rankings, while also revealing the potential of less-studied metrics, 

such as industry impact and international student population, to influence rankings. 

This study contributes to the field of open education by presenting a transparent and 

accessible method for predicting university rankings. It empowers students, 

administrators, and policymakers with a data-driven approach to assess institutional 

performance. The research also highlights the limitations of current ranking systems 

and suggests avenues for future studies, including the use of multi-year datasets and 

alternative machine learning models. 

Keywords University Rankings, Random Forest, Feature Importance, Higher Education, Data 

Mining 

Introduction 

University rankings have emerged as a crucial element in the higher education 
landscape, significantly influencing the decisions of students, faculty, and 
institutional administrators worldwide. These rankings shape perceptions of 
institutional quality and reputation, driving competition among universities to 
attain prestigious positions. As global competition intensifies, universities strive 
to enhance their appeal by focusing on metrics that impact their rankings, such 
as research output, teaching quality, and internationalization. Rankings hold a 
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unique power to affect funding opportunities, enrollment rates, and even 
strategic planning at universities, making them integral to the higher education 
ecosystem. 

The reliance on rankings for decision-making is particularly evident among 
prospective students, who often perceive these rankings as proxies for 
institutional quality and potential career success [1]. Research highlights that 
this emphasis can lead to a "Matthew effect," where highly ranked institutions 
attract more resources, better faculty, and a stronger student body, thus 
perpetuating their status and widening disparities within the sector [2], [3]. This 
competitive dynamic pushes universities to adopt strategic measures, 
sometimes prioritizing short-term gains aligned with ranking criteria over 
comprehensive educational improvements [4]. Consequently, the global 
emphasis on rankings continues to shape institutional policies, educational 
quality, and the broader academic environment. 

The increasing reliance on data-driven methods in evaluating educational 
institutions marks a transformative change in higher education assessment and 
management. This trend centers on the integration of diverse data sources, 
sophisticated algorithms, and analytical techniques to improve institutional 
transparency, performance, and decision-making processes. Traditional ranking 
methods that primarily emphasized reputational surveys and basic quantitative 
metrics have gradually given way to comprehensive data analytics approaches. 
Institutions and policymakers have recognized that solely focusing on static 
rankings does not capture the multifaceted nature of educational quality and 
institutional impact. Thus, the adoption of data-driven evaluations reflects a 
broader movement toward making higher education assessment more 
evidence-based and accountable [3]. 

One of the primary benefits of data-driven evaluation lies in its ability to 
synthesize complex information, offering a multidimensional view of institutional 
effectiveness. Approaches such as multi-criteria decision-making (MCDM) 
models, including the Technique for Order of Preference by Similarity to Ideal 
Solution (TOPSIS), have been leveraged to analyze and rank institutions based 
on diverse indicators, such as research performance, student satisfaction, 
international outlook, and teaching quality [5]. These methodologies facilitate 
the combination of quantitative measures with qualitative insights, creating a 
comprehensive picture of institutional standing and performance. Furthermore, 
predictive analytics has become a cornerstone of data-driven approaches, 
enabling institutions to identify at-risk students and implement proactive 
strategies to improve retention and success rates [6]. The utilization of big data 
analytics allows for the identification of trends and behavioral patterns, guiding 
evidence-based interventions and enhancing educational outcomes [7]. 

Understanding the factors that influence university rankings presents a complex 
challenge due to the variability and multifaceted nature of the methodologies 
employed by ranking organizations. Traditional ranking systems typically 
emphasize a narrow set of quantitative metrics, such as research output and 
reputation surveys, often overlooking critical aspects of institutional performance 
and effectiveness. The emphasis on specific counting methods, such as the H-
index, tends to disproportionately favor institutions with high research volumes 
in particular fields, notably those with a high number of citations in life sciences 
[8]. This creates a potential bias, misrepresenting the strengths of universities 
that prioritize teaching excellence or specialize in less-cited disciplines [8]. 
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Moreover, a phenomenon known as clustering further complicates ranking 
dynamics; beyond certain thresholds, the influence of specific metrics can 
disproportionately shift rankings, leading to sudden changes that may not reflect 
genuine institutional performance improvements [9]. 

Another critical issue relates to the normalization of data and the weight 
assignments of various indicators within ranking methodologies. Small 
adjustments to the weighting of a particular metric can cause significant 
fluctuations in a university’s rank, revealing the subjective nature of many 
ranking systems [3]. Additionally, exclusions of certain institutions can alter the 
relative standing of others, suggesting potential fragility and a lack of robustness 
in ranking schemes [10]. This raises valid concerns about the reliability and 
validity of rankings as measures of institutional quality, implying that rankings 
may, at times, be more reflective of the specific methodologies used than of the 
inherent qualities of the institutions themselves. 

Traditional ranking approaches frequently fail to capture the unique contexts and 
diverse missions of different universities. By assessing institutions as whole 
entities without accounting for variations across different departments, many 
ranking systems overlook internal strengths and areas of excellence within each 
institution [8]. Such oversimplified evaluations may mislead stakeholders who 
depend on rankings for accurate representations of institutional performance 
[11]. The focus on quantitative metrics often eclipses important qualitative 
aspects, including student satisfaction, community engagement, and 
educational environments that contribute meaningfully to the student 
experience. Critics argue that these qualitative dimensions, which are essential 
for a holistic view of institutional success, are frequently disregarded in favor of 
more easily measurable quantitative criteria [12]. 

Additionally, the lack of transparency surrounding the methodologies used by 
ranking organizations complicates efforts to understand what truly drives a 
university’s rank. Stakeholders often lack access to the underlying data or the 
rationale for choosing specific metrics, creating potential mistrust and ambiguity 
[13]. As the landscape of higher education becomes increasingly complex and 
competitive, these limitations underscore the need for more sophisticated, 
transparent, and inclusive approaches to evaluating university performance. 
Moving beyond purely quantitative measures and accounting for the diversity of 
institutional missions can offer a more accurate and meaningful reflection of a 
university's impact and standing in the global educational landscape. 

The growing reliance on transparent, data-driven ranking predictions is of 
paramount importance for various open education stakeholders, including 
students, faculty, policymakers, and educational institutions. In an increasingly 
competitive global landscape, transparency and reliability in rankings are vital 
for informed decision-making. For students, transparent data-driven rankings 
provide essential insights into institutional performance, enabling them to select 
universities that align with their academic and career aspirations [14]. When 
students can evaluate universities based on clear criteria, such as research 
output, teaching quality, or student satisfaction, they are better positioned to 
make informed decisions that shape their educational experiences and long-
term career paths [14]. As modern rankings integrate metrics that reflect 
sustainability and social impact, students are also afforded a way to assess how 
institutions align with global challenges and personal values [15]. 
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Faculty members also gain significant advantages from data-driven and 
transparent ranking systems. Institutional rankings influence hiring practices, 
grant opportunities, and collaborative initiatives, shaping the professional 
landscape of academic staff. Transparent rankings allow faculty to better 
understand their institution’s goals and performance metrics, fostering a culture 
of continuous improvement, accountability, and alignment with institutional 
strategies [16]. When faculty members are aware of the key metrics driving 
institutional performance, they are empowered to advocate for essential 
resources, improve teaching quality, and enhance their research output [17]. 
This data-driven alignment strengthens the faculty's ability to contribute to 
institutional reputation and prestige, ultimately benefiting the broader academic 
community [18]. 

Policymakers rely heavily on transparent ranking data to shape educational 
policies and guide resource allocation. A data-driven framework for evaluating 
institutional performance allows for evidence-based decision-making, which can 
target systemic disparities and promote educational equity [19]. By 
understanding the metrics that contribute to a university’s standing, 
policymakers can craft targeted strategies to enhance institutional quality, align 
educational goals with societal needs, and prioritize initiatives that support 
broader goals, such as the United Nations Sustainable Development Goals 
(SDGs) [15]. Transparent data-driven methodologies thus act as a critical tool 
for promoting accountability and fostering informed policies in higher education 
[11]. 

For institutions themselves, data-driven ranking predictions offer valuable 
benchmarks for strategic planning and performance improvement. By analyzing 
and understanding ranking data, universities can identify key areas for growth, 
implement targeted initiatives to enhance their offerings, and strengthen their 
reputations both locally and globally [14]. The drive for competitive excellence 
can lead to innovations in curriculum, faculty development, and institutional 
collaborations, all of which ultimately benefit students and faculty. As institutions 
increasingly prioritize sustainability, community engagement, and global 
outreach, their public image and ability to attract diverse talent also improve [20].  

Nevertheless, it is important to address the potential biases and limitations 
present in traditional ranking methodologies. Critics emphasize that an 
overemphasis on quantitative metrics, at the expense of qualitative measures, 
often leads to a narrow portrayal of institutional performance [21]. Advocating 
for a broader range of criteria, including factors like student engagement, 
community impact, and institutional diversity, is crucial for creating more 
comprehensive and meaningful evaluations [22].  

The primary objective of this study is to develop a predictive model for university 
rankings based on institutional metrics using Random Forest Regression. As 
higher education continues to become more data-driven, institutions seek robust 
methodologies that can evaluate their standing accurately and holistically. 
Random Forest Regression, a widely recognized ensemble learning method, is 
particularly effective for handling complex, non-linear data and identifying the 
relative importance of various predictors. This study leverages institutional data, 
including metrics such as teaching quality, research output, student-to-staff 
ratios, and international outlook, to provide a comprehensive and accurate 
model of university rankings. This approach offers a more nuanced 
understanding of the factors influencing a university’s position and aims to 
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provide actionable insights that extend beyond traditional ranking criteria. 

This study's contributions are significant for stakeholders across the education 
sector, including students, faculty, policymakers, and university administrators. 
Predictive models that accurately rank institutions based on data-driven metrics 
empower these stakeholders to make more informed decisions. For students, 
this model offers a transparent, quantifiable way to evaluate universities based 
on their priorities, such as academic excellence, research capabilities, or 
student diversity. Faculty and administrators can utilize these insights to align 
institutional goals, foster academic improvements, and optimize resource 
allocation. Additionally, policymakers benefit from an evidence-based 
perspective that highlights areas for potential investment and reform within the 
higher education landscape. Overall, this study exemplifies how data-driven 
methodologies, such as Random Forest Regression, can transform the way 
university performance is assessed and enhance strategic decision-making in 
the educational sector. 

Literature Review 

Overview of University Rankings and Institutional Metrics 

University ranking systems have emerged as a cornerstone of the higher 
education sector, shaping the decisions of diverse stakeholders, including 
students, faculty, policymakers, and institutional administrators. These rankings 
rely on a range of institutional metrics to assess and compare universities, often 
focusing on dimensions such as teaching quality, research output, international 
outlook, and overall reputation. Teaching quality, as one of the most significant 
metrics, is frequently evaluated using indicators like student-to-staff ratios, 
which are assumed to reflect the level of personalized attention and instruction 
students receive [23]. Student satisfaction surveys are also utilized to gauge 
educational experience and learning outcomes [24]. However, scholars have 
raised concerns about the subjectivity of these metrics and their limited scope, 
arguing that they may not fully capture the multifaceted nature of teaching 
effectiveness within institutions [25]. 

Research quality is another pivotal component of university rankings, typically 
measured through quantitative indicators such as publication volume and 
citation counts, which aim to capture the impact and reach of academic research 
[26]. Additional indicators, such as prestigious academic awards, further 
contribute to a university’s research reputation and, consequently, its position in 
various rankings [26]. Nevertheless, the emphasis on quantitative metrics has 
been criticized for overlooking qualitative dimensions, such as the societal 
relevance or practical impact of research initiatives [27]. The variability in 
methodologies across different ranking systems also introduces 
inconsistencies, as each system employs its own criteria and weightings to 
assess research output, leading to divergent conclusions regarding university 
performance [11]. 

International outlook has gained prominence as a measure of institutional 
engagement on a global scale. This metric often includes the proportion of 
international students and faculty, reflecting a university’s commitment to 
diversity, collaboration, and cross-border academic exchange [26]. 
Collaborative research initiatives across international boundaries also contribute 
positively to an institution's standing in global rankings [19]. While this focus 
highlights the value of global engagement, it can place regional and locally 
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focused institutions at a comparative disadvantage, as their contributions may 
be undervalued in international ranking schemes [21]. 

Institutional reputation is another key element in university rankings, frequently 
assessed through surveys of academic peers and experts within the field [28]. 
Although reputation scores carry substantial weight in many ranking systems, 
they are often criticized for their susceptibility to biases and anchoring effects, 
which may distort perceptions of actual institutional quality [28]. This reliance on 
reputation can reinforce entrenched hierarchies within the higher education 
sector, disproportionately favoring institutions with established prestige 
regardless of current performance metrics [27]. 

The methodologies used in ranking systems play a central role in shaping the 
selection and weighting of metrics. Studies have demonstrated that even minor 
adjustments to indicator weightings can significantly alter university rankings 
[19]. Different ranking organizations, such as the Academic Ranking of World 
Universities (ARWU), Times Higher Education (THE), and Quacquarelli 
Symonds (QS), each apply distinct methodologies, leading to variations in 
institutional standings and complicating direct comparisons [11]. This variability 
underscores the necessity for greater transparency and consistency in ranking 
methodologies, allowing stakeholders to better understand and utilize ranking 
data for decision-making purposes [19]. 

In summary, university ranking systems incorporate a diverse range of metrics 
to assess institutional performance, including teaching quality, research output, 
international outlook, and reputation. While these metrics offer valuable insights, 
they also present challenges related to bias, subjectivity, and methodological 
variability. As higher education continues to evolve, a critical examination of 
ranking methodologies and the development of more nuanced and transparent 
approaches are essential for accurately reflecting the multifaceted missions and 
contributions of universities worldwide. 

Data Mining and Machine Learning in Education 

The application of data mining and machine learning algorithms in education 
has transformed how institutions analyze and predict outcomes, including 
university rankings and other key metrics of institutional performance. Among 
these algorithms, Random Forest and Support Vector Machines (SVM) have 
proven particularly effective in handling complex and multidimensional datasets. 
By leveraging the predictive capabilities of these models, researchers have 
demonstrated their value in improving the accuracy and depth of educational 
analyses. For example, Udupi et al. applied regression-based machine learning 
techniques to assess teaching and learning parameters, successfully predicting 
the global ranking indices of universities [29]. This work underscores the 
potential of data-driven approaches to uncover patterns and relationships that 
traditional statistical analyses may overlook, thereby enhancing predictive 
accuracy and providing more nuanced insights into university performance. 

Similarly, data mining techniques have been employed to explore correlations 
between bibliometric indicators and university rankings. Szluka’s study analyzed 
how different bibliometric metrics, such as research publications and citations, 
influence institutional standings within ranking systems [1]. This analysis 
highlights the complex, multifactorial nature of university rankings and 
underscores the importance of advanced data analysis techniques to capture 
these dynamics accurately. In addition to regression models, classification 
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algorithms such as Random Forest and SVM have also been applied to 
educational datasets to identify predictive factors of student outcomes and 
institutional performance. Sharma et al. demonstrated the use of these 
algorithms in predicting student career paths based on academic performance 
and other criteria, illustrating their utility in educational decision-making and 
strategic planning [30]. 

The utility of machine learning extends beyond ranking prediction to other areas 
of educational analysis. For example, Rawal and Lal developed a predictive 
model using the Naïve Bayes classifier to address uncertainties in university 
admissions processes, illustrating how data mining techniques can streamline 
operations and improve strategic decision-making in higher education [31]. 
Moreover, integrating machine learning techniques with traditional ranking 
methodologies has been explored to enhance the validity and 
comprehensiveness of ranking systems. Vernon et al. conducted a systematic 
review emphasizing the need for accurate measures of academic quality, 
showcasing how machine learning can refine these assessments [27].  

In summary, the integration of data mining algorithms in predicting university 
rankings and other educational metrics represents a critical advancement in the 
analysis of higher education data. Machine learning methods provide the 
capability to uncover complex relationships, enhance the predictive accuracy of 
rankings, and inform data-driven decision-making processes within institutions. 
As the higher education landscape continues to evolve, these analytical tools 
are poised to play an increasingly vital role in shaping institutional strategies and 
improving educational outcomes. 

Random Forest Regression 

The Random Forest algorithm, a prominent ensemble learning technique, has 
proven to be highly effective for both classification and regression tasks due to 
its ability to handle complex, high-dimensional data while mitigating overfitting. 
This algorithm builds numerous decision trees during the training process, and 
the output for regression tasks is obtained by averaging the predictions of these 
individual trees. One of its key advantages lies in the use of bootstrap 
aggregating, or bagging, which involves training each decision tree on a random 
subset of the dataset sampled with replacement. This approach ensures that 
each tree is exposed to a slightly different dataset, leading to a diverse set of 
models that, when combined, yield robust predictions. Additionally, at each node 
of the decision tree, a random subset of features is selected to determine the 
optimal split, which further reduces the correlation among trees and enhances 
predictive performance [32]. 

The criterion for node splitting in regression tasks often relies on minimizing the 
MSE. The formula for MSE is expressed as: 

MSE =
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖̂)

2

𝑛

𝑖=1

 

This criterion ensures that the model selects splits that reduce the variance of 
predictions within the node, thereby enhancing the overall predictive accuracy. 
The ensemble nature of Random Forest mitigates the risk of overfitting, as 
averaging predictions across numerous decision trees smooths out noise and 
captures underlying patterns in the data more effectively [33]. This characteristic 
makes it particularly suitable for complex datasets where individual decision 
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trees might otherwise overfit to random variations. 

Random Forest also offers additional benefits, such as the ability to assess the 
importance of different features in making predictions. By calculating feature 
importance scores, this algorithm provides valuable insights into which variables 
most significantly influence the target outcome, facilitating a deeper 
understanding of the underlying data structure [34]. Moreover, Random Forest 
often requires minimal data preprocessing, making it accessible and practical 
for various real-world applications [35]. Its versatility extends across fields 
ranging from medical diagnosis to financial forecasting and environmental 
studies, further illustrating its broad applicability and strong predictive 
capabilities [36], [37]. Through the power of ensemble learning and robust 
decision tree construction, Random Forest continues to be a preferred choice 
for data scientists seeking accurate, reliable predictions. 

Feature Importance in Machine Learning 

Feature importance within the Random Forest algorithm serves as a critical 
mechanism for identifying the most impactful metrics influencing predictive 
outcomes, such as university rankings. This capability is integral to 
understanding which factors contribute most significantly to institutional 
performance, enabling data-driven decision-making and resource allocation. 
Random Forest assesses feature importance through multiple methods, with the 
most common being Mean Decrease Impurity (MDI) and Mean Decrease 
Accuracy (MDA). The MDI approach evaluates the contribution of each feature 
by quantifying how much it reduces node impurity, such as Gini impurity or 
entropy, during the tree construction process. When a feature frequently splits 
the data and results in a significant reduction in impurity, it receives a higher 
importance score [38]. Meanwhile, MDA measures feature importance by 
evaluating the decline in model accuracy after permuting the values of a 
particular feature. This process reveals the extent to which the feature 
contributes to accurate predictions, offering insights into which variables are 
essential for model performance [38]. 

In the context of predicting university rankings, feature importance analysis 
provides a powerful tool for educational institutions to pinpoint the metrics that 
drive their competitive standing. For example, if metrics such as research output 
and international faculty representation are determined to be critical, universities 
may channel resources to enhance these areas, thus improving their overall 
rankings [39]. Additionally, feature importance can reveal less obvious yet 
influential factors, such as community engagement or student retention rates, 
prompting institutions to adopt targeted strategies for improvement. This 
approach not only guides strategic planning but also enables a deeper 
understanding of the complex relationships between various institutional metrics 
and ranking outcomes. 

Feature importance in Random Forest also offers practical applications in higher 
education beyond ranking predictions. Studies have demonstrated that this 
method can identify key performance indicators for student success, such as 
attendance, socio-economic background, and prior academic achievement [40]. 
By focusing on these critical features, institutions can streamline data collection 
efforts, prioritize resource allocation, and enhance educational outcomes. 
Moreover, Random Forest's ability to handle non-linear relationships and 
complex feature interactions allows for a more comprehensive understanding of 
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how diverse metrics impact institutional performance [41]. The robustness of the 
algorithm further ensures that feature importance scores remain reliable, even 
when dealing with high-dimensional datasets, making it a preferred tool for 
evaluating complex educational data [42]. 

Gaps in the Literature 

Despite the extensive body of research surrounding university rankings, there 
remains a significant gap in studies that focus on leveraging open educational 
data and institutional metrics for predictive modeling. Much of the existing 
literature centers on traditional ranking methodologies, emphasizing metrics 
such as academic reputation, research output, and student satisfaction. 
However, these studies often neglect the potential of open educational data to 
enhance the transparency, inclusiveness, and predictive accuracy of university 
rankings. For instance, while various research efforts, such as those by Poza et 
al. [20], have explored sustainability indicators within rankings, empirical 
investigations into how open educational data could be systematically integrated 
into predictive models remain limited. This oversight restricts the potential to 
provide a more holistic view of institutional performance by tapping into freely 
accessible data sources. 

The challenge of integrating open educational data into existing ranking 
frameworks has been underexplored in the literature. Research [43] discusses 
the motivations behind universities' engagement with ranking systems but does 
not delve deeply into how open data can be utilized to improve these 
frameworks. The lack of emphasis on incorporating open data restricts 
opportunities to create more comprehensive and inclusive ranking systems. 
Moreover, existing studies such as those by [44] and [45] recognize the 
importance of diverse institutional metrics but fall short of examining how open 
educational data can enhance the evaluation of these metrics, particularly in 
terms of capturing educational quality, social impact, and other nuanced factors. 

The literature also reveals a need for innovative approaches that leverage open 
data within university ranking systems. While some researchers, such as [46], 
have analyzed sustainability-focused rankings, their studies do not address how 
open educational data can create more adaptive and responsive ranking 
methodologies. This gap highlights the untapped potential for dynamic models 
that better reflect real-time institutional performance. Additionally, the lack of 
focus on open educational data limits the potential for enhanced transparency 
in rankings. Discussions around ranking methodologies, as noted by [4], are 
critical, yet the inclusion of open data could further improve credibility and 
reliability by allowing broader access to underlying datasets. 

The absence of research on open educational data's role in university rankings 
carries implications for both policy and practice. Institutions seeking to improve 
their rankings would benefit from understanding how to effectively utilize open 
data for strategic planning and evidence-based decision-making. This becomes 
increasingly relevant in the context of globalization, where universities compete 
for international recognition and resources [47]. Integrating open data into 
ranking methodologies offers the potential to bridge existing gaps in knowledge 
and foster a more equitable and transparent evaluation landscape, ultimately 
enhancing the overall quality and accessibility of higher education. 

Method 
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The research method for this study consists of several steps to ensure a 
comprehensive and accurate analysis. The flowchart in figure 1 outlines the 
detailed steps of the research method. 

 

Figure 1 Research Method Flowchart 

Dataset Description 

The dataset used in this study contains institutional metrics relevant to university 
rankings, with columns capturing key attributes such as "Rank," "Teaching," 
"Research Environment," "Industry Impact," "International Students," and 
"Overall Score." These metrics serve as foundational indicators of institutional 
performance, with some, like "Rank," representing the target variable for 
predictive modeling. Descriptive statistics revealed that numerical columns, 
including "Student Population" and "Overall Score," displayed a wide range of 
values, highlighting the diversity among institutions in terms of size and 
performance. Additionally, non-numerical columns such as "International 
Students" required preprocessing to convert percentage-based values into a 
usable numerical format. Initial exploration also showed missing values in both 
numerical and categorical columns, necessitating further cleaning to ensure 
data integrity. 

The dataset summary provided essential insights into the distribution of key 
variables. For example, the "Overall Score" metric exhibited a relatively broad 
range, with a mean value of 35.46 and a standard deviation of 16.76, indicating 
variability in institutional performance. Similarly, the "International Students" 
metric, expressed as a percentage, provided insights into the global 
engagement of universities, with some institutions showing minimal international 
student representation while others had a majority of international enrollees. 
These variations underscored the dataset's utility in capturing the complex 
dynamics of institutional rankings. 

Data Cleaning 

To prepare the dataset for analysis, missing values were addressed using 
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appropriate imputation methods. Numerical columns were filled with their 
respective mean values, while categorical columns, such as those containing 
text-based data, were imputed using their mode. For instance, missing 
percentages in the "International Students" column were replaced with the 
column mean after converting the values from text to a numerical format. This 
ensured that no data points were excluded due to missing values, maintaining 
the dataset's completeness. 

Outliers were identified and handled using the interquartile range (IQR) method. 
For example, extreme values in the "Overall Score" column were examined and 
removed if they fell outside the acceptable range defined by 1.5 times the IQR 
from the first and third quartiles. Additionally, the "International Students" 
column required cleaning to remove percentage symbols and empty strings, 
followed by conversion to a numerical format. These steps ensured that the data 
was appropriately standardized and prepared for subsequent analysis and 
visualization. 

Visualization 

Initial visualizations provided a deeper understanding of the distribution and 
variability within key metrics. A histogram of the "International Students" column 
(figure 2) revealed a right-skewed distribution, indicating that while most 
institutions had a moderate percentage of international students, a few had 
exceptionally high values. This visualization highlighted the diversity in global 
engagement among universities and offered insights into the potential impact of 
this metric on rankings. 

 

Figure 2 Distribution of International Students 

A boxplot of the "Overall Score" column (figure 3) further illustrated the spread 
of institutional performance scores. The visualization revealed several outliers 
on the upper and lower ends, underscoring the need for careful handling during 
data cleaning. The median score was notably lower than the maximum, 
indicating a significant disparity between top-performing universities and others. 
Together, these visualizations not only confirmed the dataset's variability but 
also underscored the importance of preprocessing to account for 
inconsistencies and outliers. 
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Figure 3 Boxplot of Overall Score 

The exploratory data analysis provided a comprehensive overview of the 
dataset's structure, quality, and key characteristics. Through descriptive 
statistics, missing value handling, and visualization, this process revealed the 
underlying trends and patterns in institutional metrics that influence university 
rankings. The cleaning and transformation steps ensured a consistent and 
robust dataset, while visualizations highlighted critical insights into key 
variables. This thorough analysis established a solid foundation for the 
predictive modeling phase, aligning the data with the study's objective of 
forecasting university rankings using Random Forest Regression. 

Feature Selection and Engineering 

The process of feature selection plays a crucial role in determining which metrics 
most significantly influence university rankings. To achieve this, a combination 
of correlation analysis and statistical methods was employed to identify the most 
relevant features for predictive modeling. The correlation matrix of the numerical 
columns (figure 4) provided an initial overview of relationships between 
variables, allowing for the identification of highly correlated features. Metrics 
such as "Teaching," "Research Quality," and "Research Environment" 
demonstrated strong correlations with the target variable, "Rank," underscoring 
their potential importance in the model. A heatmap visualization of the 
correlation matrix further clarified these relationships, highlighting which metrics 
might provide the most predictive power. 

 

Figure 4 Correlation Matrix 

To refine the feature selection process, the SelectKBest method with the 
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`f_regression` function was applied. This statistical approach evaluated the 
linear relationship between each feature and the target variable, assigning 
scores based on their predictive relevance. Metrics such as "Research Quality," 
"Research Environment," and "Teaching" received the highest scores, 
confirming their significance in determining university rankings. This process not 
only prioritized the most impactful features but also provided a quantitative basis 
for their inclusion in the final model. Lower-scoring features, such as "Students 
to Staff Ratio," exhibited weaker associations and were deprioritized for further 
analysis. 

In addition to feature selection, dimensionality reduction techniques were 
explored to optimize the dataset for predictive modeling. Principal Component 
Analysis (PCA) was employed to transform the selected features into a smaller 
set of uncorrelated components while retaining the majority of the data's 
variance. This approach aimed to reduce redundancy among highly correlated 
variables and simplify the dataset for model training. PCA revealed that two 
principal components explained the majority of the variance in the data, 
indicating that the dimensionality of the dataset could be effectively reduced 
without significant loss of information. 

The results of PCA were visualized through a scatter plot (figure 5) of the two 
principal components, providing insights into the structure of the data. 
Institutions with similar rankings clustered together, reflecting shared 
characteristics among their metrics. This step demonstrated the utility of 
dimensionality reduction in capturing the underlying patterns within the dataset 
while enhancing computational efficiency. Although PCA was not directly 
integrated into the final model, its application confirmed the robustness of the 
selected features and supported the overall validity of the dataset for regression 
analysis. 

 

Figure 5 Scatter Plot of PCA 

The combined use of correlation analysis, SelectKBest, and PCA ensured that 
the feature selection and engineering process was both comprehensive and 
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data-driven. These methods prioritized metrics that exhibited strong 
relationships with the target variable while addressing potential issues of 
multicollinearity. By leveraging statistical techniques and dimensionality 
reduction, the dataset was prepared to effectively train the Random Forest 
Regression model, optimizing its predictive capabilities and aligning the analysis 
with the study's objective of enhancing decision-making in higher education. 

Random Forest Regression Model 

The Random Forest Regression algorithm, a widely used ensemble learning 
method, was employed to predict university rankings based on institutional 
metrics. This algorithm operates by constructing multiple decision trees during 
the training phase, each built using a random subset of the data. For regression 
tasks, the final prediction is determined by averaging the outputs of all the trees. 
This approach, known as bagging (bootstrap aggregating), enhances model 
stability and accuracy by reducing the risk of overfitting. The Random Forest 
algorithm is particularly suitable for predicting university rankings due to its 
ability to handle complex, high-dimensional datasets and capture non-linear 
relationships among features. 

To optimize model performance, hyperparameter tuning was conducted using a 
grid search with cross-validation. The parameters adjusted included the number 
of decision trees (`n_estimators`), the maximum depth of each tree 
(`max_depth`), the minimum number of samples required to split a node 
(`min_samples_split`), and the minimum number of samples per leaf 
(`min_samples_leaf`). The grid search identified the optimal combination of 
these parameters to minimize prediction error. The final model, tuned for 
maximum accuracy, demonstrated its ability to generalize effectively across 
unseen data, ensuring reliable predictions of university rankings. 

Evaluation Metrics 

The performance of the Random Forest model was evaluated using standard 
regression metrics, including MAE, MSE, RMSE, and the coefficient of 
determination (R2). MAE measured the average magnitude of errors between 
predicted and actual rankings, providing an interpretable metric for assessing 
the accuracy of the model’s predictions. MSE, calculated as the mean of 
squared differences between predicted and actual values, was used to 
emphasize larger errors in the evaluation. RMSE, derived as the square root of 
MSE, offered a scaled measure of error, aligning more closely with the original 
ranking values. 

The R2 score quantified the proportion of variance in the target variable 
explained by the model, offering an indicator of its predictive strength. The model 
achieved competitive results across all evaluation metrics, with a high R2 score 
indicating robust predictive performance and low MAE, MSE, and RMSE values 
signifying minimal deviation from actual rankings. A scatter plot comparing 
actual versus predicted rankings further illustrated the model’s effectiveness, 
with most predictions closely aligning with the diagonal, representing perfect 
accuracy. 

The Random Forest Regression model, equipped with optimized 
hyperparameters, demonstrated its suitability for predicting university rankings 
by effectively leveraging the diverse set of institutional metrics. The evaluation 
metrics provided clear evidence of the model’s accuracy and reliability, making 



Artificial Intelligence in Learning 

 

Lai and Hariguna (2025) Artif. Intell. Learn. 

 

128 

 

 

it a powerful tool for decision-making in the higher education landscape. This 
approach underscores the potential of ensemble learning methods to address 
complex predictive challenges in academic analytics. 

Result and Discussion 

Model Performance 

The Random Forest Regression model was evaluated using standard 
regression metrics, which provided a comprehensive understanding of its 
predictive accuracy and reliability. The best-performing model parameters, 
determined through grid search hyperparameter tuning, included a maximum 
tree depth of 20, a minimum of one sample per leaf, a minimum of two samples 
per split, and 200 decision trees (`n_estimators`). These optimal parameters 
balanced model complexity and accuracy, ensuring robust predictions while 
minimizing overfitting. The evaluation metrics for the model highlighted its strong 
performance. The MAE of 113.46 indicated that, on average, the predicted 
university rankings deviated by approximately 113.46 points from the actual 
rankings. The MSE, calculated as 28,454.29, emphasized the influence of larger 
errors, which were relatively infrequent. The RMSE of 168.68, a scaled measure 
of prediction error, further supported the model's accuracy, reflecting its ability 
to align closely with the actual ranking values. Moreover, the R2 score of 0.883 
demonstrated that the model explained 88.3% of the variance in the target 
variable, underscoring its predictive strength. 

The performance metrics achieved by the Random Forest Regression model 
indicated a high level of predictive accuracy, validating the suitability of the 
algorithm for this application. The low MAE and RMSE values signified that the 
model effectively captured the underlying patterns in the dataset, enabling 
accurate predictions of university rankings. The high R2 score further 
demonstrated the model's capability to account for the variability in the target 
variable using the selected institutional metrics, reinforcing the importance of 
features such as "Research Quality" and "Teaching" in determining rankings. 
These results were consistent with findings from prior studies, which highlighted 
the effectiveness of Random Forest in handling complex, non-linear 
relationships and high-dimensional datasets. The relatively low MAE and RMSE 
values also suggested that the model successfully minimized prediction errors 
across a wide range of rankings, making it a reliable tool for decision-making in 
the context of higher education. The ability of the model to generalize well across 
unseen data, as indicated by the evaluation metrics, further validated its 
application in real-world scenarios where accurate and transparent ranking 
predictions are critical. 

Feature Importance Analysis 

The Random Forest Regression model provided feature importance scores that 
ranked institutional metrics based on their impact on university rankings. The 
most influential metric was "Research Quality," with a feature importance score 
of 27,123.37, significantly surpassing other features. This finding highlighted the 
critical role of research output and its quality in determining an institution's 
ranking. Following "Research Quality," "Research Environment" (14,810.78) 
and "Teaching" (10,237.16) emerged as the second and third most important 
metrics, respectively. These metrics underscored the importance of robust 
research ecosystems and high teaching standards as key drivers of institutional 
success. Metrics such as "International Outlook" (7,343.37) and "Industry 
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Impact" (4,805.06) were moderately influential, reflecting their role in fostering 
global engagement and practical relevance. In contrast, "Student Population" 
(0.51) and "Students to Staff Ratio" (0.30) demonstrated negligible impact, 
suggesting their limited relevance in the predictive model. 

Insights from Feature Importance Results 

The feature importance analysis revealed critical insights into the underlying 
factors influencing university rankings. The prominence of "Research Quality" 
and "Research Environment" aligns with the methodologies of widely 
recognized ranking systems, which often prioritize research excellence as a key 
indicator of institutional performance. This finding emphasizes the need for 
universities to invest in research infrastructure, faculty development, and 
publication quality to enhance their rankings. Furthermore, the high importance 
of "Teaching" highlights the dual emphasis on academic excellence and 
instructional quality, suggesting that balanced efforts in research and teaching 
contribute significantly to institutional success. 

The moderate importance of "International Outlook" and "Industry Impact" 
suggests that while these metrics are not as dominant as research-related 
factors, they play a supporting role in establishing institutional reputation and 
relevance. A strong international presence and active industry collaborations 
reflect the global engagement and practical applicability of an institution’s 
offerings, factors that increasingly influence stakeholder perceptions. The low 
impact of metrics such as "Student Population" and "Students to Staff Ratio" 
provides insight into the limited role of quantitative size indicators in ranking 
methodologies, which tend to focus more on qualitative performance metrics. 

Overall, the feature importance analysis underscores the multifaceted nature of 
university rankings, where research, teaching, and global engagement 
collectively determine institutional standing. These insights provide actionable 
guidance for universities aiming to improve their rankings by prioritizing efforts 
in areas with the most significant impact. The analysis also highlights the utility 
of machine learning techniques like Random Forest in uncovering nuanced 
relationships within institutional data, enabling data-driven decision-making in 
the education sector. 

Predicted vs. Actual Ranks 

Figure 6 comparing the predicted and actual university rankings illustrates the 
effectiveness of the Random Forest Regression model in capturing the 
underlying relationships between institutional metrics and their corresponding 
ranks. The red dashed line in the plot represents the ideal scenario where 
predicted ranks perfectly match the actual ranks. Most data points cluster 
around this line, indicating a high degree of alignment between the predicted 
and actual values. This pattern underscores the model's ability to provide 
accurate predictions for the majority of universities, thereby validating its 
suitability for this application. 
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Figure 6 Actual vs Predicted Ranks 

Despite the overall accuracy, the scatter plot also highlights areas where the 
model's predictions deviate from the actual ranks. These deviations are more 
pronounced in the upper rank ranges, where larger prediction errors can be 
observed. This discrepancy suggests that the model faces challenges in 
capturing the nuances of universities with either extremely high or low ranks. 
Such variations may stem from the inherent complexity of these institutions, as 
they often exhibit unique characteristics that are difficult to generalize or predict 
solely based on institutional metrics. 

The observed deviations in predictions also point to potential areas for model 
improvement. One approach could involve incorporating additional metrics that 
better capture the unique attributes of outlier universities. For example, factors 
such as regional influences, niche academic programs, or historical reputation 
might contribute to ranking variability but are not adequately reflected in the 
current dataset. Addressing these gaps through feature engineering or dataset 
expansion could enhance the model's predictive accuracy for outlier cases. 

Overall, the scatter plot serves as a valuable diagnostic tool for assessing model 
performance and identifying areas for refinement. The strong alignment of most 
points with the ideal prediction line reinforces the reliability of the Random Forest 
Regression model for ranking prediction. At the same time, the discrepancies 
observed for certain universities provide actionable insights for future research, 
emphasizing the need for more granular and diverse data inputs to capture the 
full spectrum of factors influencing university rankings. 

Discussion of Findings 

The findings from the Random Forest Regression model highlighted the critical 
role of specific metrics in determining university rankings. Metrics such as 
"Research Quality," "Research Environment," and "Teaching" emerged as the 
most influential features, reflecting their alignment with the methodologies used 
by major ranking systems. These results reaffirm the widely held assumption 
that institutions excelling in research output and quality are more likely to secure 
higher rankings. The prominence of "Research Environment" also underscores 
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the importance of fostering a supportive ecosystem for academic inquiry, which 
includes funding, infrastructure, and collaboration opportunities. 

Conversely, metrics such as "Students to Staff Ratio" and "Student Population" 
showed minimal influence on rankings, challenging the traditional perception 
that quantitative indicators of institutional size or student-faculty interaction play 
a substantial role. While these metrics may contribute to operational efficiency, 
their negligible impact in this context suggests that rankings prioritize 
performance-oriented factors like research and teaching excellence over 
structural attributes. This finding invites stakeholders to reconsider how 
resources are allocated and evaluated within institutions, focusing more on 
enhancing academic and research quality. 

The model's findings have significant implications for open education and its 
stakeholders, including students, faculty, and administrators. For students, the 
results provide valuable insights into the key drivers of university rankings, 
enabling more informed decision-making when selecting institutions. Students 
seeking institutions with robust research programs or high teaching quality can 
leverage these findings to align their academic and career goals with institutional 
strengths. Moreover, the moderate importance of metrics like "International 
Outlook" highlights the growing relevance of global engagement, encouraging 
students to consider universities that foster international collaboration and 
diversity. 

For administrators, the findings offer actionable guidance for strategic planning 
and policy development. Universities aiming to improve their rankings can focus 
on enhancing research output, faculty expertise, and teaching methodologies. 
The results also emphasize the need for institutional transparency in 
showcasing strengths that align with high-impact metrics. In the context of open 
education, administrators can use this data to better communicate their 
institution's value proposition to prospective students and funding bodies, 
ensuring alignment with stakeholder expectations. 

The emphasis on performance-driven metrics also underscores the potential for 
innovation in ranking methodologies. Incorporating more nuanced and diverse 
data points, such as sustainability initiatives or societal impact, could provide a 
broader understanding of institutional effectiveness. These insights are 
particularly relevant for open education initiatives, which often prioritize 
accessibility, equity, and social responsibility alongside traditional academic 
metrics. Leveraging such findings can drive a more inclusive and 
comprehensive approach to evaluating and enhancing educational institutions. 

Conclusion 

This study demonstrated the effectiveness of the Random Forest Regression 
model in predicting university rankings based on institutional metrics. The model 
achieved strong predictive performance, as evidenced by an R2 score of 0.883 
and low error values, including a MAE of 113.46 and a RMSE of 168.68. These 
results highlighted the model’s ability to explain the majority of the variability in 
university rankings using features such as "Research Quality," "Research 
Environment," and "Teaching," which emerged as the most influential metrics in 
determining institutional performance. Additionally, the feature importance 
analysis provided actionable insights, confirming the dominance of research-
focused metrics while revealing the limited predictive power of structural 
variables like "Students to Staff Ratio." The study contributes to the field of open 
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education by providing a data-driven framework for university ranking prediction. 
This approach enhances transparency in the evaluation of institutional 
performance and equips stakeholders—students, faculty, and administrators—
with evidence-based tools for informed decision-making. For students, the 
findings offer clarity on which institutional attributes are most critical, aiding in 
their selection of universities that align with their academic and career 
aspirations. Administrators, on the other hand, can leverage the insights to 
prioritize strategic investments in high-impact areas such as research 
infrastructure and teaching excellence, thereby improving their institutional 
standing. This emphasis on transparency and informed choice aligns with the 
broader objectives of open education, which seeks to democratize access to 
educational opportunities and resources. 

While the study provides valuable insights, it is not without limitations. The 
dataset used for analysis focused on a specific set of institutional metrics, which 
may not fully capture the diverse factors influencing university rankings. 
Additionally, the dataset represented rankings for a single year, limiting the 
study’s ability to account for temporal trends or shifts in institutional performance 
over time. These constraints underscore the need for more comprehensive 
datasets that include multi-year rankings, qualitative metrics, and additional 
contextual factors such as regional or cultural influences on institutional 
success. Future research could address these limitations by incorporating 
broader datasets with diverse and dynamic metrics, including those related to 
sustainability, social impact, and student satisfaction. Exploring alternative 
algorithms, such as Gradient Boosting Machines or Neural Networks, could also 
provide comparative insights into model performance. Furthermore, a 
longitudinal analysis using multi-year datasets could uncover trends and 
changes in ranking determinants, offering a deeper understanding of how 
institutional priorities evolve over time. These avenues for future exploration 
would enhance the robustness and applicability of data-driven ranking 
methodologies in higher education. 
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