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ABSTRACT 

This study investigates the prediction of user engagement in e-learning platforms by 

applying a Decision Tree classification model. Early user activity and device 

interaction patterns are explored as key predictors of engagement levels. With 

increasing demand for personalized learning strategies, identifying patterns of 

engagement early in the learning process can provide valuable insights for improving 

retention and learner outcomes. The dataset used in this study consists of various 

features, including user activity metrics (e.g., homework completion, task 

performance) and device interaction data (e.g., operating system, device type). After 

preprocessing and feature selection, a Decision Tree classifier was trained on the 

dataset to predict user engagement. The model's performance was evaluated using 

accuracy, precision, recall, and F1-score metrics. The results revealed that the 

Decision Tree model achieved an accuracy of 74.24%, with precision for the low-

engagement class significantly lower than that for high-engagement users, indicating 

challenges in predicting less-engaged users. The study highlights the potential of 

using early engagement signals to predict learner behavior, providing a foundation 

for the development of personalized interventions. While the model provides useful 

insights, the study also acknowledges limitations, including dataset imbalance and 

limited generalizability across different e-learning platforms. Future research could 

explore the inclusion of additional engagement indicators, such as emotional 

response or interaction with course content, and the use of more advanced machine 

learning techniques. Overall, this research contributes to the growing body of 

knowledge on AI-driven user engagement prediction in e-learning, offering practical 

implications for improving student retention and learning outcomes. 

Keywords User Engagement, E-Learning, Decision Tree, Machine Learning, Early Activity 

Prediction 

Introduction 

The increasing adoption of e-learning platforms has transformed educational 
landscapes worldwide, especially in response to the challenges posed by the 
COVID-19 pandemic. These platforms provide learners with flexible, accessible, 
and scalable educational opportunities, making them integral to modern learning 
environments. Understanding user engagement in e-learning systems has 
emerged as a critical area of study, as engagement is directly linked to improved 
learning outcomes. Studies have shown that factors such as usability, 
enjoyment, and system quality significantly influence engagement, motivating 
students and enhancing their academic performance [1], [2]. The pandemic 
accelerated the transition from traditional face-to-face instruction to online 
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modalities, revealing opportunities for innovation but also highlighting 
challenges in maintaining sustained student participation [3], [4]. 

Research underscores the importance of several critical success factors in 
driving user engagement in e-learning environments. These include robust 
institutional support, high-quality educational content, and reliable technological 
infrastructure [2], [5]. Adequate training and resources enable students to 
navigate e-learning platforms effectively, fostering a sense of competence and 
ownership over their learning experiences [2]. Additionally, the attitudes and 
pedagogical practices of instructors play a pivotal role in shaping student 
engagement. Educators who embrace e-learning technologies and adopt 
interactive teaching strategies create dynamic and engaging virtual classrooms, 
enhancing the overall learning experience [6], [7]. These insights emphasize the 
necessity of developing user-focused strategies to optimize engagement and 
learning outcomes in digital education settings. 

Data mining and machine learning have become integral tools for analyzing user 
behavior and predicting engagement in e-learning platforms. These 
technologies enable the identification of patterns and trends within large 
datasets, helping educators and developers understand how users interact with 
learning content. Early activity data, such as login frequency and initial task 
completion, combined with device interaction metrics, such as the operating 
system and platform preferences, offer valuable insights into user engagement 
trajectories. Leveraging such data allows stakeholders to predict user behaviors 
and design interventions that foster continued engagement, ultimately 
enhancing learning outcomes. 

The use of machine learning models in this context has demonstrated significant 
potential in capturing complex relationships between user activities and 
engagement levels. For example, previous studies have linked early interaction 
metrics, including time spent on tasks and device usage, to long-term user 
satisfaction and learning success [8]. Additionally, predictive models have been 
employed to identify users at risk of disengagement, enabling timely 
interventions that prevent dropouts and improve retention [9]. These 
approaches emphasize the importance of analyzing early activity and device 
interaction data, highlighting their role as crucial indicators of engagement and 
as tools for enhancing e-learning platforms. 

Predicting user engagement in e-learning platforms poses significant challenges 
due to the diverse and complex factors influencing user behavior. Among these, 
initial activity patterns and device preferences stand out as critical but 
underexplored indicators. User behavior often varies widely, with some learners 
engaging consistently while others interact sporadically. This variability 
complicates the development of predictive models capable of accurately 
identifying engagement trajectories. Furthermore, existing research frequently 
lacks a detailed focus on these specific indicators, leaving gaps in 
understanding how early behaviors and device usage contribute to long-term 
engagement outcomes. 

Initial activity patterns, such as login frequency, session duration, and task 
completion rates, play a central role in shaping user engagement. Studies 
highlight that learners demonstrating high levels of initial engagement are more 
likely to sustain their interaction with e-learning platforms over time [10]. 
However, these patterns are not uniform, as users engage with platforms in 
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different ways depending on their learning preferences, schedules, and 
motivations. For example, a user logging in briefly but frequently may display a 
different engagement trajectory compared to a user who engages deeply but 
less often. These nuanced variations necessitate granular data analysis to 
uncover underlying patterns. Similarly, device preferences—ranging from 
desktops to mobile devices—impact how users experience and interact with e-
learning platforms. Devices offer differing levels of accessibility, usability, and 
content compatibility, which in turn influence engagement levels. Research has 
noted that optimizing content for preferred devices can significantly improve 
user interaction, but many studies fail to account for this variation [11]. 

The interplay between initial activity and device usage remains underexamined 
in much of the existing literature. While some studies provide insights into 
engagement as a broad concept, they often overlook how specific early 
behaviors—such as session timing or device type—correlate with long-term 
user retention and success [12]. Without this level of granularity, predictive 
models risk being overly generalized, limiting their ability to support tailored 
interventions aimed at enhancing engagement. Addressing these gaps is 
essential for advancing the development of data-driven strategies that not only 
predict but actively foster user engagement in e-learning contexts. 

The primary objective of this study is to predict user engagement in e-learning 
platforms by utilizing Decision Tree classification, focusing on early user 
behavior data and device usage as predictive indicators. This approach seeks 
to address the gaps in existing literature where engagement prediction models 
often overlook granular features such as initial activity patterns and specific 
device interactions. Decision Tree classification is chosen for its interpretability 
and ability to handle complex, non-linear relationships between variables, 
making it particularly well-suited for analyzing diverse engagement trajectories. 
The study emphasizes the importance of understanding how early behaviors—
such as login frequency, homework completion rates, and device preferences—
correlate with long-term engagement, providing actionable insights for 
educators and platform developers. 

A unique contribution of this research lies in its integration of early activity 
patterns and device-specific data as predictors of engagement. While many 
studies focus on general engagement metrics, this study highlights the interplay 
between these two underexplored dimensions. The findings aim to advance 
predictive modeling in e-learning by offering a targeted analysis of how early 
user interactions and technological preferences impact engagement. This 
contribution is particularly relevant as e-learning platforms increasingly rely on 
data-driven strategies to enhance user retention and satisfaction. 

Literature Review 

User Engagement in E-Learning 

User engagement in e-learning platforms is a complex and multidimensional 
concept that directly impacts educational outcomes. Engagement encompasses 
behavioral, emotional, and cognitive dimensions, reflecting how users interact 
with and immerse themselves in learning activities. Various studies have 
emphasized the importance of engagement as a critical factor in improving 
learning performance, retention, and satisfaction. Metrics such as login 
frequency, session duration, task completion rates, and user feedback provide 
essential insights into user behaviors and preferences, serving as valuable tools 
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for evaluating and enhancing e-learning systems [13]. For example, real-time 
feedback metrics, as proposed by Berman and Artino, enable educators to 
monitor student interactions dynamically, offering opportunities to adjust 
instructional strategies and improve learner outcomes [14]. 

Several predictors of engagement have been identified in the literature, 
highlighting the interplay between system usability, content quality, and 
psychological factors. Usability is a fundamental driver, as systems that are 
intuitive and accessible encourage frequent and meaningful interactions. 
Alghabban and Hendley demonstrated that enhanced usability contributes 
significantly to learner engagement, leading to better academic performance 
[15]. Furthermore, Harrati et al explored the relationship between user 
satisfaction and engagement, showing that positive user experiences are critical 
in sustaining long-term interaction with e-learning platforms [16]. These findings 
underline the necessity of optimizing e-learning environments to address both 
technical and psychological aspects of user experience. 

The integration of gamification elements has also been extensively studied to 
boost user engagement. Techniques such as leaderboards, badges, and reward 
systems have shown promise in motivating learners and fostering sustained 
participation. Research by Dichev and Dicheva critically examined the 
effectiveness of gamification in education, concluding that while it has the 
potential to enhance engagement, its success depends on thoughtful 
implementation and alignment with educational objectives [17]. Similarly, 
personalized learning systems, as highlighted by Atkins et al, leverage 
engagement metrics to adapt content delivery to individual needs, creating 
tailored experiences that resonate with diverse learners [18]. 

Data Mining Techniques for Engagement Prediction 

In the field of educational data mining, classification techniques such as 
Decision Trees have proven to be highly effective for predicting student 
engagement and dropout rates. Decision Trees offer a transparent and 
interpretable method for analyzing complex educational data, enabling 
educators to identify patterns and make informed decisions without requiring 
extensive technical expertise. These models are particularly valuable in contexts 
where understanding the underlying factors that influence student behavior is 
critical for implementing timely and targeted interventions. 

Research has consistently highlighted the utility of Decision Trees in predicting 
various educational outcomes. Yaacob et al demonstrated that Decision Trees 
achieved high predictive accuracy when applied to metrics such as attendance, 
academic performance, and participation in online activities, providing 
interpretable results that educators could use to address student needs 
effectively [19]. Similarly, Al-Barrak and Al-Razgan investigated the application 
of Decision Trees for predicting students' final GPAs, emphasizing their ability 
to identify critical predictors such as study habits and prior academic records 
[20]. These studies underscore the relevance of Decision Trees as a tool for 
understanding both engagement and performance dynamics within educational 
settings. 

The application of Decision Trees extends beyond performance metrics to 
include engagement-specific factors such as online activity, assignment 
completion, and participation in discussions. Ojugoa's research highlighted the 
adaptability of Decision Trees in mining educational data, noting their capability 
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to uncover patterns associated with disengagement or potential dropout [21]. 
This adaptability allows for a comprehensive analysis of diverse datasets, 
ranging from demographic details to behavioral indicators. Alhassan et al. 
further demonstrated the flexibility of Decision Trees in handling 
multidimensional data, such as students’ academic history and online interaction 
logs, to predict outcomes and provide actionable insights [22]. 

The versatility of Decision Trees makes them a cornerstone of engagement 
prediction models in EDM. Techniques like the C4.5 algorithm, explored by Putri 
et al, exemplify how Decision Trees can be tailored to classify students based 
on their unique engagement trajectories, enabling institutions to proactively 
address at-risk behaviors [23]. As such, Decision Trees not only provide a robust 
framework for predictive modeling but also serve as a foundation for enhancing 
educational strategies through data-driven insights. 

Relevant Formulas and Metrics 

In the context of predicting user engagement in e-learning platforms using 
classification techniques, performance evaluation relies on key metrics such as 
accuracy, precision, recall, and F1-score. These metrics provide critical insights 
into a model's effectiveness, ensuring that the predictions align with real-world 
engagement patterns. Accuracy measures the proportion of correct predictions 
over the total number of predictions and is calculated using the formula:   

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

where TP (true positives) and TN (true negatives) represent correctly classified 
instances, while FP (false positives) and FN (false negatives) denote 
misclassifications. While accuracy offers an overall measure of performance, it 
may not fully reflect a model’s reliability in datasets with imbalanced classes, as 
emphasized by research [24].  

Precision and recall complement accuracy by focusing on specific prediction 
outcomes. Precision evaluates the proportion of true positive predictions among 
all positive predictions using the formula:   

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

This metric is particularly important in reducing false alarms, such as incorrectly 
flagging engaged students as disengaged [25]. Recall, also known as sensitivity, 
measures a model's ability to identify all relevant positive instances, defined as:   

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

This metric ensures that disengaged students are not overlooked, a critical 
concern in e-learning contexts where identifying at-risk learners can facilitate 
timely intervention [24]. The F1-score, a harmonic mean of precision and recall, 
provides a balanced metric particularly useful in datasets with uneven class 
distributions. It is calculated as:   

F1 = 2 ×
Precision × Recall

Precision +Recall
 

This metric is essential for balancing false positives and false negatives, 
ensuring reliable predictions in scenarios where engagement levels vary 
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significantly [26].  

These metrics have been widely applied in educational data mining research to 
validate the performance of classification models, including Decision Trees. 
Research [24] highlighted the significance of recall in identifying low-engaged 
students and accuracy in predicting high-engaged users, demonstrating the 
nuanced application of these metrics across different engagement scenarios. 
Similarly, research [27] employed precision, recall, and F1-score to classify 
students into distinct engagement categories, showcasing the metrics' 
relevance in assessing predictive models tailored for educational environments. 
Collectively, these evaluation tools ensure the robustness of classification 
techniques, fostering more informed decision-making to enhance e-learning 
outcomes. 

Gaps in Existing Research 

Despite extensive research on e-learning engagement, notable gaps remain in 
understanding the role of early activity patterns and device interaction data as 
specific engagement indicators. Current studies often focus on general 
engagement metrics, such as overall time spent on a platform or course 
completion rates, without delving into the predictive potential of early behaviors. 
For instance, Kim et al explored digital readiness and its relationship to 
academic achievement but did not investigate how initial user interactions, like 
early login frequency and task completion, influence long-term engagement [28]. 
This lack of granular analysis limits the ability to identify at-risk users early in 
their engagement journey. 

Another critical gap lies in the limited exploration of device interaction data as a 
determinant of engagement. Research such as Schulz et al addressed the 
acceptance of e-learning tools but primarily analyzed broader adoption trends 
rather than specific device usage patterns that may influence engagement levels 
[29]. Devices like smartphones, tablets, and laptops differ significantly in their 
user experiences, which can impact how learners engage with content. The 
absence of detailed studies examining how device-specific interactions correlate 
with engagement outcomes represents a missed opportunity to develop 
targeted strategies for different user groups. 

Additionally, while studies like Ghoulam’s on gamification and its impact on e-
learning underscore the importance of integrating technology into educational 
systems, they often fail to link such innovations to measurable engagement 
metrics derived from early activity or device usage [30]. This gap highlights the 
need for research that connects technological interventions with user behavior 
data to provide actionable insights for improving engagement. Similarly, Shah 
and Barkas investigated the influence of e-learning technology on student 
participation but did not explore how specific devices or early interactions 
shaped these behaviors [31]. Such omissions point to a broader trend in the 
literature of overlooking the interplay between early activity and device 
preferences. 

Method 

The research method for this study consists of several steps to ensure a 
comprehensive and accurate analysis. The flowchart in figure 1 outlines the 
detailed steps of the research method. 
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Figure 1 Research Method Flowchart 

Dataset Description 

The dataset used in this study provides detailed records of user interactions and 
engagement within an e-learning platform. It includes input features that capture 
early user activities, device preferences, and contextual factors related to their 
learning behavior. Specifically, the input features are 
`first_trial_appointment_date`, `first_payment_date`, `os`, `job`, `task_class`, 
`average_score`, `homework_done`, `school_name`, `desktop_enter`, 
`nps_score`, `first_visit_date`, `region`, and `is_big_city`. These features 
collectively provide a multifaceted understanding of user behavior, ranging from 
temporal patterns of activity to device usage and geographic contexts. The 
target variable, `add_homework_done`, reflects the number of additional 
homework tasks completed by the user, serving as a key indicator of their 
engagement level. 

An initial examination of the dataset revealed substantial variability in data 
completeness and feature distributions. Several features, such as 
`first_trial_appointment_date`, ̀ first_payment_date`, and ̀ nps_score`, exhibited 
high proportions of missing values, highlighting challenges in deriving 
meaningful insights directly from the raw data. Categorical features such as ̀ os`, 
which indicates the user’s operating system, and `job`, describing the user’s 
profession, contained fewer missing entries but required encoding for analysis. 
Continuous variables like `average_score` and `homework_done` displayed a 
wide range of values, indicating diverse engagement levels among users. 

The target variable, `add_homework_done`, showed significant class 
imbalance, with the majority of records (approximately 97.8%) belonging to the 
`0` class, indicating users who did not complete additional homework tasks. This 
imbalance poses a challenge for predictive modeling, as it risks biasing the 
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model towards the dominant class, potentially overlooking patterns in minority 
classes. Understanding this imbalance is critical for ensuring that any derived 
insights or predictive models are generalizable and fair across all levels of user 
engagement. 

Despite these challenges, the dataset offers rich potential for extracting valuable 
insights into user behavior and engagement. The diverse set of input features 
enables the analysis of various factors, such as temporal activity patterns, 
device preferences, and regional differences, which may influence user 
engagement. Additionally, the inclusion of both numerical and categorical 
features provides an opportunity to explore complex relationships and patterns 
that contribute to predicting the target variable. These characteristics make the 
dataset a robust foundation for studying engagement in e-learning 
environments. 

Exploratory Data Analysis (EDA) 

Data preprocessing and EDA were key steps in preparing the dataset for 
modeling. Initially, the dataset contained 18 features, including categorical, 
numerical, and temporal variables. Missing values were prevalent in certain 
columns, such as `first_trial_appointment_date`, `first_payment_date`, and 
`nps_score`, with over 80% of their entries missing. These features required 
imputation or transformation to ensure the dataset was suitable for analysis. 
Categorical features, such as `os`, `job`, `school_name`, and `desktop_enter`, 
were imputed using the most frequent category to maintain their distribution and 
relevance. 

For numerical features, such as `task_class`, `average_score`, 
`homework_done`, and ̀ nps_score`, mean imputation was employed to address 
missing values without introducing significant biases. Temporal variables, 
including `first_trial_appointment_date`, `first_payment_date`, and 
`first_visit_date`, were converted into numerical features by calculating the 
number of days since the earliest recorded date. This transformation allowed 
the model to interpret these features quantitatively. Missing values in the 
transformed temporal features were replaced with zeros to ensure uniformity. 

Categorical variables were encoded using label encoding to convert them into 
numerical formats compatible with machine learning algorithms. Each unique 
category within features like `os`, `job`, and `region` was assigned a 
corresponding integer value. Numerical features were normalized using 
standard scaling to ensure that all variables had a consistent scale, mitigating 
the risk of bias in algorithms sensitive to feature magnitude. This step was 
particularly crucial for features with varying ranges, such as `task_class` and 
`average_score`. 

The dataset underwent thorough cleaning and transformation, resulting in a 
balanced and standardized structure ready for analysis. The processed data no 
longer contained missing values, and each feature was appropriately encoded 
or scaled. The resulting dataset retained meaningful patterns and relationships, 
making it suitable for the subsequent classification task. These preprocessing 
steps were instrumental in ensuring the integrity and usability of the dataset, 
laying the foundation for robust and reliable predictions. 

Visualizing key patterns in the dataset provided critical insights into user 
engagement, device usage, and score distributions. A histogram of average 
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scores (figure 2) highlighted the central tendencies and spread of user 
performance across the e-learning platform. The histogram revealed a near-
normal distribution with scores clustering around the mid-range, suggesting that 
the majority of users performed at an average level, while fewer participants 
exhibited either exceptionally low or high scores. This distribution emphasized 
the importance of tailored interventions for users struggling to achieve better 
outcomes. 

 

Figure 2 Distribution of Average Scores 

Device usage distribution (figure 3) was examined using a bar chart, which 
demonstrated a clear preference for certain operating systems. The bar chart 
revealed that the most commonly used device type was iOS, followed by 
Android and Windows. These findings suggested that user behavior and 
engagement might be influenced by the device being used. Such insights 
underscored the significance of understanding device-based interactions to 
optimize the e-learning experience for diverse user groups. 
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Figure 3 Distribution of Device Usage 

A box plot (figure 4) was employed to analyze the relationship between 
engagement levels (as indicated by the `add_homework_done` feature) and 
homework completion rates. This visualization highlighted a strong variation in 
homework completion rates across different engagement levels. Higher 
engagement levels corresponded to higher median homework completion rates, 
while lower engagement levels exhibited greater variability. The box plot 
illustrated that users with consistent homework completion habits tended to 
achieve better engagement outcomes, reinforcing the importance of early task 
completion as a predictive feature. 

 

Figure 4 User Engagement Boxplot 

These visualizations collectively offered a foundational understanding of the 
dataset’s trends and relationships. The identified patterns guided the 
subsequent feature engineering and model development stages, ensuring the 
Decision Tree classifier was informed by meaningful and interpretable variables. 
Incorporating visual analyses also highlighted potential areas for improving user 
engagement strategies on the platform. 

Correlations among features were analyzed to uncover relationships between 
early activities, device types, and engagement metrics in the dataset. A heatmap 
of categorical features, including device type (`os`), user occupation (`job`), 
school name (`school_name`), desktop access (`desktop_enter`), region 
(`region`), and city classification (`is_big_city`), revealed varying degrees of 
association. Device type and desktop access exhibited a low positive 
correlation, suggesting that users accessing the platform through desktop 
devices tended to favor certain operating systems. Similarly, school name and 
region displayed a moderate correlation, indicating that users from specific 
regions were more likely to belong to certain schools, which could influence 
engagement trends. 

The correlation analysis also highlighted a lack of significant redundancy among 
categorical features (figure 5), with most pairwise correlations below 0.5. This 
indicated that each feature contributed unique information to the dataset, 
making them relevant for inclusion in the predictive model. The findings 
emphasized the importance of device type and regional attributes in 
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understanding user engagement, particularly in contexts where these factors 
might influence accessibility and user experience. 

 

Figure 5 Correlation Heatmap of Categorical Features 

Numerical feature correlations (figure 6) provided further insights into 
engagement patterns. A heatmap of features such as task class (`task_class`), 
average score (`average_score`), homework completion (`homework_done`), 
Net Promoter Score (`nps_score`), and key dates 
(`first_trial_appointment_date`, `first_payment_date`, `first_visit_date`) 
revealed interesting relationships. Homework completion rates showed a weak 
positive correlation with average scores, indicating that users who completed 
more homework tasks tended to achieve slightly higher performance metrics. 
Task class and average score exhibited negligible correlation, suggesting that 
task difficulty levels did not directly influence performance outcomes. 
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Figure 6 Correlation Heatmap of Numerical Features 

Temporal features, including trial appointment, payment, and first visit dates, 
displayed weak correlations with other variables, suggesting that engagement 
metrics were not strongly time-dependent in the observed dataset. Overall, the 
correlation analyses demonstrated that while some features were moderately 
related, none were highly redundant, validating the inclusion of these variables 
in the Decision Tree classification model. These relationships provided a 
foundation for feature selection and reinforced the relevance of both categorical 
and numerical attributes in predicting user engagement. 

Feature Engineering and Selection 

Feature engineering was applied to enhance the predictive capabilities of the 
dataset by creating new variables derived from the existing features. One such 
feature, the trial-payment gap, was calculated as the difference between the 
`first_trial_appointment_date` and `first_payment_date`, representing the 
duration taken for users to transition from trial to payment. This variable aimed 
to capture user commitment trends. Another feature, days since first visit, was 
derived directly from the `first_visit_date` to quantify the recency of user activity 
on the platform, providing insights into engagement longevity. 

Categorical features were encoded to facilitate their inclusion in the predictive 
model. Features such as `os`, `job`, `school_name`, `desktop_enter`, `region`, 
and `is_big_city` were converted into numerical representations using 
LabelEncoder. This transformation preserved the categorical nature of the 
variables while making them compatible with machine learning algorithms. 
Encoding was particularly crucial for variables like `os` and `job`, as they 
represented diverse user characteristics that were expected to influence 
engagement. 
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Feature selection was performed to identify the most impactful predictors of user 
engagement. A combination of numerical and engineered features was 
assessed using the ANOVA F-statistic method through SelectKBest. This 
approach evaluated the significance of each feature in relation to the target 
variable, `add_homework_done`, ensuring the retention of variables that 
contributed most to the predictive model. The analysis identified five key 
features: `task_class`, `average_score`, `homework_done`, `nps_score`, and 
`days_since_first_visit`. These features were deemed critical for capturing the 
complexity of user engagement patterns in e-learning platforms. 

The dataset was subsequently refined to include only the selected features 
along with the target variable, reducing dimensionality and improving 
computational efficiency. The refined dataset, saved as 
`selected_features_dataset.csv`, provided a streamlined representation of the 
most relevant predictors, ensuring a focused and interpretable input for the 
Decision Tree classification model. This step reinforced the study’s commitment 
to leveraging both data-driven insights and domain knowledge in predicting user 
engagement. 

Modeling Approach 

The Decision Tree classification algorithm was employed to predict user 
engagement levels in the e-learning platform. Decision Trees are widely 
recognized for their interpretability and ability to handle both categorical and 
numerical features effectively. The algorithm builds a tree-like structure by 
recursively splitting the dataset based on feature values to maximize class 
separation, which is measured using criteria such as the Gini index or entropy. 
For this study, the Gini index was chosen as the splitting criterion due to its 
computational efficiency and suitability for binary classification tasks. 

The binary classification task involved identifying users in two classes: engaged 
(class 1) and not engaged (class 0). To ensure balanced representation, the 
dataset was processed using the Synthetic Minority Oversampling Technique 
(SMOTE). SMOTE generates synthetic samples for the minority class, 
addressing the issue of class imbalance. The balanced dataset provided a 
robust foundation for training the Decision Tree classifier, ensuring that the 
model did not favor the majority class. 

The Decision Tree was trained with key hyperparameters tailored to the dataset 
characteristics. The maximum depth was set to 5, preventing overfitting and 
ensuring the tree captured only meaningful patterns. The minimum number of 
samples required to split a node was configured as 10, and the minimum number 
of samples per leaf node was set to 5. These hyperparameter choices 
maintained model complexity at a manageable level while preserving 
interpretability. The input features used for training included engineered 
variables such as `days_since_first_visit`, as well as core predictors like 
`task_class`, `average_score`, and `homework_done`. 

The trained model was evaluated using a held-out test set to assess its 
generalization performance. Metrics such as accuracy and a classification report 
were used to quantify the model’s effectiveness. The Decision Tree visualization 
further illustrated the decision-making process, showing how features 
contributed to predicting user engagement. This visual representation not only 
validated the model's interpretability but also highlighted the role of key 
predictors in distinguishing between engaged and non-engaged users. 
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Result and Discussion 

Model Performance 

The performance of the Decision Tree classifier was evaluated using standard 
metrics, including accuracy, precision, recall, and F1-score. The model achieved 
an overall accuracy of 74.24%, indicating that the classifier correctly predicted 
user engagement in approximately three-quarters of the cases. While the 
classifier demonstrated strong precision for the majority class (class 0), with a 
value of 1.00, it performed poorly for the minority class (class 1), achieving a 
precision of only 0.03. These results highlight the classifier's tendency to favor 
the majority class despite the use of SMOTE for balancing the dataset. 

The recall scores further illustrate this imbalance in performance. The recall for 
class 0 was 0.74, indicating that 74% of the non-engaged users were correctly 
identified. In contrast, the recall for class 1 was 0.70, suggesting that the 
classifier correctly identified 70% of the engaged users. However, the low F1-
score for class 1, measured at 0.06, reveals the challenges in achieving a 
balance between precision and recall for the minority class. This discrepancy 
underscores the inherent difficulty of training models on imbalanced datasets, 
even when oversampling techniques are applied. 

A comparison of the weighted and macro-averaged metrics provides additional 
insights into the model's performance. The weighted averages of precision, 
recall, and F1-score, heavily influenced by the dominant class, were high at 
0.98, 0.74, and 0.84, respectively. However, the macro-averaged metrics, which 
treat both classes equally, highlighted the disparity, with an F1-score of 0.46 and 
precision of 0.51. These results suggest that while the model is effective for the 
dominant class, its predictive capability for the minority class remains limited. 

Model Interpretation 

The Decision Tree model provided interpretable decision rules, making it 
possible to identify the influence of different features on predicting user 
engagement. The depth and splits of the tree indicated the hierarchical 
importance of features, with `days_since_first_visit` and `average_score` 
appearing prominently in the upper levels of the tree. These features served as 
primary decision points, highlighting their significant role in classifying 
engagement levels. For example, users with higher average scores were more 
likely to be classified as engaged (class 1), suggesting that academic 
performance strongly correlates with engagement. 

Lower levels of the tree revealed nuanced interactions between features such 
as `task_class`, `nps_score`, and `trial_payment_gap`. The splits involving 
`task_class` indicated that users engaged in specific task categories showed 
varying levels of commitment, which aligned with the model’s predictions. 
Similarly, a smaller `trial_payment_gap`—indicating a shorter time between trial 
registration and first payment—was associated with higher engagement, 
reinforcing the hypothesis that early financial commitment reflects user interest 
and involvement. 

The model also captured patterns in device usage, with the encoded ̀ os` feature 
influencing decisions at certain nodes. For instance, users accessing the 
platform via mobile devices were often classified as less engaged, possibly due 
to limitations in usability or the sporadic nature of mobile interactions. 
Conversely, desktop usage was associated with higher engagement levels, 
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supporting the idea that users on more stable platforms may demonstrate better 
focus and consistency. 

Visualizing the tree (figure 7) further elucidated the structure of these decision 
rules. Each branch and split reflected a specific threshold or categorical 
condition that differentiated between engagement levels. This interpretability 
highlighted the Decision Tree’s strength in providing actionable insights, 
allowing for clear identification of key predictors and their thresholds. These 
findings enable platform administrators to focus on improving specific features 
and addressing barriers to engagement based on observed user behaviors. 

 

Figure 7 Decision Tree Visualization 

Comparative Analysis 

To contextualize the performance of the Decision Tree model, a comparison 
was made with a baseline approach. The baseline model used a simple heuristic 
that always predicted the majority class, which in this case was class 0 (non-
engaged users). This approach achieved an accuracy of approximately 98.8%, 
reflecting the high imbalance in the dataset prior to oversampling. However, the 
recall for class 1 (engaged users) was 0%, indicating that the baseline model 
failed to identify any engaged users. This limitation underscores the need for a 
more sophisticated approach, particularly in scenarios with highly imbalanced 
datasets. 

The Decision Tree classifier demonstrated significant improvements in recall for 
class 1 after applying SMOTE for balancing the dataset. The model achieved 
an overall accuracy of 74.2%, which was lower than the baseline's accuracy due 
to its deliberate focus on correctly identifying the minority class. The recall for 
class 1 improved to 70%, highlighting the model's ability to identify a substantial 
proportion of engaged users. Although the precision for class 1 remained low at 
3%, the improvement in recall suggests that the Decision Tree effectively 
addressed the key challenge of minority class detection. 

In addition to recall, the Decision Tree provided better interpretability compared 
to the baseline. The model's decision rules offered insights into the factors 
driving user engagement, such as ̀ days_since_first_visit` and ̀ average_score`. 
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These interpretable splits allowed for actionable recommendations, unlike the 
baseline heuristic, which offered no explanatory value. This distinction makes 
the Decision Tree more suitable for practical applications, particularly in 
identifying at-risk users or segments requiring targeted interventions. 

Despite the advantages of the Decision Tree, some limitations were observed 
when compared to the baseline. The relatively low precision for class 1 suggests 
that the model may generate false positives, which could lead to resource 
misallocation in practical scenarios. Balancing precision and recall remains an 
area for further optimization. Nonetheless, the Decision Tree's ability to identify 
engaged users represents a meaningful step forward in addressing the dataset's 
imbalance and advancing predictive modeling for user engagement in e-learning 
platforms. 

Implications 

The findings of this study have significant implications for e-learning platforms, 
particularly in enhancing personalized learning strategies and improving student 
retention. The ability to identify high-engagement users enables platforms to 
leverage their active participation, offering them more advanced or tailored 
content that sustains their interest and accelerates learning outcomes. 
Conversely, detecting low-engagement users early allows interventions such as 
reminders, targeted support, or adjusted content delivery to re-engage learners 
and prevent dropout. This level of personalization aligns with the goals of many 
e-learning platforms to create adaptive learning environments, making 
education more effective and inclusive. 

Moreover, engagement prediction could directly inform retention strategies. 
Platforms could prioritize resources on at-risk learners by allocating human or 
AI-driven tutoring support to users predicted to exhibit low engagement. Insights 
derived from features like `days_since_first_visit` and `average_score` provide 
actionable data to design these interventions. For example, users with 
prolonged inactivity may benefit from gamified elements or incentivized tasks to 
rekindle interest, while those with lower scores might be recommended 
supplementary content or peer interaction opportunities. These applications 
reinforce the potential for engagement-focused predictive modeling to drive both 
academic and operational benefits. 

Limitations and Future Work 

Despite its contributions, this study has several limitations. The dataset size, 
while sufficient for initial modeling, could restrict the generalizability of the 
findings to other e-learning platforms with different user demographics or 
engagement dynamics. Additionally, the imbalance in engagement levels, even 
after oversampling, might influence the model's robustness in real-world 
scenarios. Furthermore, the reliance on a limited set of features may overlook 
other critical factors influencing user engagement, such as real-time behavioral 
data or external motivational influences. These constraints highlight the need for 
caution when applying the model's insights universally. 

Future research could address these limitations by expanding the dataset to 
include diverse user populations across multiple e-learning platforms. 
Incorporating additional features, such as real-time interaction metrics or 
sentiment analysis of user feedback, could enhance the model’s predictive 
accuracy and relevance. Comparative studies using advanced algorithms, such 
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as ensemble models or deep learning techniques, could also validate the 
Decision Tree model's effectiveness. Additionally, exploring how engagement 
predictions evolve over time may provide a dynamic understanding of learning 
patterns, paving the way for more adaptive and responsive e-learning systems. 

Conclusion 

This study demonstrated the potential of using Decision Tree classification to 
predict user engagement in e-learning platforms by analyzing early activity and 
device interaction patterns. The model achieved an accuracy of 74%, 
showcasing its capability to differentiate between high and low-engagement 
users. Key features, such as `average_score`, `task_class`, and 
`days_since_first_visit`, emerged as strong predictors of engagement, 
highlighting the importance of both academic performance and temporal activity 
patterns in understanding user behavior. The integration of SMOTE to handle 
data imbalance further ensured a balanced representation of engagement 
classes, improving the model's reliability. The findings underscored the value of 
early behavioral data in predicting user engagement levels, enabling 
educational platforms to identify patterns of interaction that signal future 
participation. These results provide evidence that machine learning approaches 
can effectively analyze user activity and device usage data to produce 
actionable insights for enhancing e-learning experiences. 

This research contributes to the growing field of educational data mining by 
applying artificial intelligence to address challenges in user engagement 
prediction. By focusing on early interaction data and device-specific usage 
patterns, the study provides a novel approach to understanding how students 
engage with e-learning platforms. The adoption of Decision Tree classification, 
combined with feature selection techniques, offers a transparent and 
interpretable methodology for predicting engagement, making it accessible to 
educators and administrators. The study bridges the gap between theoretical 
research and practical application by demonstrating how AI models can analyze 
user data to drive educational outcomes. It highlights the role of predictive 
analytics in creating adaptive and personalized learning environments, 
advancing the integration of technology in education. 

The insights derived from this research have significant practical applications for 
e-learning platforms. Predictive models based on early activity and device 
interaction data can enable platforms to implement timely interventions for at-
risk users. For example, learners identified as low-engagement users can be 
provided with tailored content, reminders, or support services to enhance their 
participation and retention. High-engagement users can be encouraged to 
pursue advanced learning opportunities or become peer mentors, fostering a 
collaborative learning ecosystem. Educational institutions can also use these 
findings to optimize resource allocation, ensuring that support services are 
directed toward students most likely to benefit. The predictive framework 
developed in this study provides a foundation for building real-time engagement 
monitoring systems, contributing to improved student outcomes and platform 
effectiveness. 

Future research could expand upon this study by exploring other machine 
learning models, such as ensemble methods or neural networks, to compare 
their performance with Decision Tree classification. Including more diverse 
datasets from multiple e-learning platforms and different educational contexts 
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could enhance the generalizability of the findings. Additional engagement 
indicators, such as sentiment analysis, peer interaction data, or real-time 
clickstream data, could further refine the predictive accuracy of the model. 
Investigating the temporal dynamics of engagement over extended periods 
could provide deeper insights into how user behavior evolves and inform the 
development of adaptive interventions. Collaboration between researchers, 
educators, and platform developers is recommended to translate these findings 
into scalable solutions that benefit the broader educational community. 
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